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Cross-Connect Systems 
3.1 General 

The Network Facility cross-connect systems are comprised of the voice grade Distributing Frame Systems cross-connect (DFS), the Digital Signal cross-connect frame systems (DSX), and the Fiber cross-connect Distributing Frame systems (FDF). They share a common purpose; to provide the interconnection vehicle for cross-connecting facilities and equipment. 

3.2 Distributing Frame Cross-Connect Systems (DFS) 

Refer to CenturyLink Technical Documents and Standard Configurations for additional information. Standard Configurations may include essential information, specific arrangements, approved products, or direction on applying engineering requirements.

Voice distributing frames (DF) are manually operated interconnection (cross-connection) devises, generally comprised of iron or sheet metal structures.  They are used in telephone equipment buildings and network facilities to interconnect circuit elements such as cables and switching systems to provide basic telephone voice and data services to subscribers over the outside plant local exchange copper cable network. 
The voice distributing frames support:

· Traditional POTS (plain old telephone services), which include subscriber voice communication public telephone service provided via switched facilities.
· Special Services (designed or enhanced telephone service), which include subscriber communication service with or without dial tone, designed and enhanced with additional transmission or transport equipment.
· Digital Subscriber Line (DSL) services which provide a combined voice/internet data service or just internet data service (naked DSL) over the outside plant local exchange network.
· Certain DS0 level services that are carried over the outside plant local exchange network.  The Digital Signal 0 (DS0) is a basic digital signaling rate of 64 kbit/s, corresponding to the capacity of one voice-frequency-equivalent channel.
· Besides its use for voice communications, the DS0 rate may support twenty 2.4 kbit/s channels, ten 4.8 kbit/s channels, five 9.67 kbit/s channels, one 546 kbit/s channel, or one 64 kbit/s clear channel.
A distributing frame system consists of one frame or several distinct lineups of framework.  Planning and engineering specifications include operational procedures and assignment constraints.
The Distributing frame systems should be planned carefully, as they often outlive several generations of facilities and equipment, making service lifetimes of 30 or more years typical.

3.2.1 DF Systems Planning and Engineering 

· The long range planning for a given central officeor network facility and the surrounding offices and facilities is considered when planning and engineering a DF system. It should be viewed as a single, integral unit,including  all aspects of engineering and administration. 

· DF Systems may consist of one or more distributing frames, each of which  performs some or all of five specific distributing frame functions: 

· Termination of facilities and equipment, such as subscriber local exchange cable (CP), switch line equipment (LE), transport or transmission equipment (TE), miscellaneous equipment (ME), and test access systems (TA). 

· Cross-Connection of Circuits, so as to provide “total interconnection flexibility”, meaning, any facility or equipment is able to be cross-connected to any other facility or equipment. 

· Electrical Protection, from possible foreign voltages and currents present on the outside plant facility cables. All new protected connector blocks should use an appropriately rated “5-pin plug in type” protection unit.   Frames that contain hardware specific protected connectors that accept protection units of a different type of pattern, shall use an appropriately rated unit. 

· Test Access, where circuits can be physically opened and tested. 

· Temporary Disconnection, where the circuit can be opened without removing the cross-connections. 

3.2.2 DF Networks Planning and Engineering 

· In a distributing frame network, the physical frame configurations  may consist of one or more frames with similar or varying hardware types. The DF network contains four basic elements: 

· Functional Frames, determined by the type of outside plant facilities terminated on them (e.g. MDF, SMDF, TMDF, and IDF as defined below in section 3.2.3). 

· Physical Hardware, or the structural framework, and all terminating apparatus mounted on it. (e.g. Conventional, Modular, Cabinet, etc…) 

· Terminations Allocation, consisting of the placement of all required facilities and equipment terminations on “specific functional DF’s”. 

· Tie Pairs, or permanent cable links interconnecting the DF’s, (e.g. intra-frame tie pairs, inter-frame tie pairs), when two (2) or more DF’s exist. 
3.2.3 DF Functional Frames 

· DF Functional Frames consist of four (4) basic types: 

Main Distributing Frame (MDF) 

· It terminates subscriber local exchange cable pairs along with trunk cable pairs, and is paired with the office voice-switch equipment terminations. 

· The recommended hardware for new frames is a conventional distributing frame. 

· It may function with a secondary Trunk Main Distributing Frame (TMDF) or an Intermediate Distributing Frame (IDF) in large distributing frame networks to complete the network. 

· It may be referred to as a Combined Main Distributing Frame (CMDF), or a Combination Distributing Frame (CDF), depending on its terminations. 

· The CDF function terminates both subscriber and trunk cable pairs, as well as all office equipment requiring termination. It may be the only frame in the office. 

· The CMDF function terminates both subscriber and trunk cable pairs, along with test access and miscellaneous equipment. It may function with a secondary CXRDF (Carrier DF or High frequency frame) or a TMDF (Trunk Main DF). The CMDF function is not recommended for new offices. 

Subscriber Main Distributing Frame (SMDF) 

· It terminates subscriber local exchange cable pairs only, and is paired with the office voice-switch line equipment terminations.

· Existing offices may continue growth and maintenance of the existing frames.  This function is not recommended for deployment in new offices. 

· This function exists in the network and may use hardware such as the  Modular COSMIC I, IA, II, IIA, the CAM IV, V, VI, the Augat DF-300, and the CODS1/2 distributing frames. 

· An SMDF requires a secondary TMDF to complete the DF Network and may exist with either a separate or an integrated protector frame 
· An SMDF with multiple lineups shall contain a TPDF (Tie Pair Distributing Frame) or direct ties. 

Trunk Main Distributing Frame (TMDF) 

· It terminates inter-office trunk cable pairs, along with all terminations required for a given office, except for the subscriber local exchange cable and the voice-switch line equipment terminations. 

· The recommended hardware is a conventional distributing frame. 

· A TMDF requires a primary MDF, CMDF, CDF, or SMDF to complete the DF Network.
· Although most inter-office copper trunk cables are obsolete, and have been replaced by fiber, this frame may still contain active trunk cables, along with transport carrier (D-type carrier or earlier), transmission, and repeater equipment. 

Intermediate Distributing Frame (IDF) 

· It has no direct outside plant cable terminations. 

· The recommended hardware is a conventional distributing frame. 

· An IDF used to terminate tie pairs that interconnect two or more modular SMDF frame lineups is known as a Tie Pair Distributing Frame (TPDF).  The TPDF should consist of the same modular hardware as its SMDF. 

· An IDF used to terminate demodulated carrier channels is known as a Carrier Distributing Frame (CXRDF), sometimes referred to as a Toll IDF (discontinued). 

· An IDF used to terminate Collocation DS0 facility terminations is known as a DS0 Inter-Connection Distributing Frame (ICDF). 

· An IDF used to terminate Subscriber Digital Loop Carrier DS1 transmission levels is known as a Subscriber Digital Distributing Frame (SDDF). 

Protector Frames, (PF) 
· Protector frames provide for protected terminations of outside plant cable pairs, have no provisions for cross-connects, and are typically used in conjunction with separate distributing frames.
· Protector frames require cable connections, often referred to as a strap cable, to the main frame for cross-connecting to other network equipment terminated on the distributing frame.
· Considered an integral part of the MDF functional distributing frame. (Example: A COSMIC IA SMDF with a separate PF is functionally the same as a COSMIC IIA SMDF with an integrated PF). 
· Not considered a distributing frame or cross-connect frame, therefore, it is not classified as a Functional frame. 
· A single PF may serve both an SMDF and a TMDF, but dual appearance of the same cable facility, (bridged), is not recommended and shall be avoided. 

· Existing separate PF’s should be utilized to capacity, and extended only when necessary.  Integration to the main frame shall be considered prior to growth of an existing protector frame.
· 
· For existing PF’s that require additions, the recommended hardware option is the Single Sided Low Profile conventional frame.  Integration to the main frame shall be considered prior to growth of an existing protector frame.
· A new protector frame shall be integrated if possible, and exist as part of the MDF, CDF, or SMDF functional frame.
3.2.4 DF Physical Hardware 


Distributing frame hardware consists of two (2) basic types:

· Conventional frame:  A distributing frame with a framework characterized by an open lattice structure of vertical and horizontal members.
· Modular frame:  A distributing frame made up of a number of sheet metal structures called modules.  Each module is arranged to mount terminal blocks and is configured so as to provide pathways for cross-connect (jumper) wire and equipment cables.
The recommended framework for use in new central offices or network facilities is a conventional frame equipped with the appropriate termination apparatus, protection, and cross-connect wire.  

· The DSLPDF (Double Sided Low Profile Distributing Frame) may be used for any distributing frame function. 
· The SSLPDF (Single Sided Low Profile Distributing Frame) may be used as a CDF or an IDF but is limited to a maximum growth of 25 verticals. 

· 
DF Framework types, present in some existing offices, but currently not approved for use in new offices, consist of the following: 

· The modular Cosmic I, IA, II, IIA, and mini distributing frames.

· Earlier versions of tall conventional  double or single sided distributing frames
· The Modular ESS distributing frames.

· The Modular Augat DF-300 and  DF-330 type distributing frame.

· The modular CODS1 and CODS2 distributing frames

· The modular CAM IV, V, and VI distributing frames 

· 
All other additions and modifications to existing variations of distributing frames shall be addressed on a case-by-case basis, following the guidelines set for the applicable Generic DF Network in use. 

Termination apparatus: 

Termination apparatus consists of block type units which mount on the frameworks.  The two types of apparatus are:
Connector blocks:
· Also referred to as protected connector blocks, they shall provide the electrical protection and test access capability for outside plant local exchange facilities and trunk cable facilities, where present. 

· The blocks may exist with or without a cross-connect field, and are generally dependent on the framework type. 

· Protected connector blocks, without cross-connect ability, shall be mounted on separate protector frames, and  cabled to a connecting block on the associated MDF, CDF, or SMDF for cross-connect access to the network equipment. 
· Protected connector blocks with cross-connect ability shall be mounted directly on the MDF, CDF, or SMDF for cross-connect access to the network equipment.

· Protected connector blocks with cross-connect ability shall use the same terminal connection type, where possible, to eliminate the need for multiple wire termination tools.

· The preferred standard block capacity is 100 pair, generally provided with an attached, factory wired distribution cable stub for routing to a cable entrance facility.
Connecting Blocks: 

· Connecting blocks, also referred to as terminal blocks or strips, shall provide the cross-connect field and test access capability for office equipment. 

· The blocks may exist with a variety of termination connection types, such as solder (discontinued), wire-wrap, and insulation displacement quick clip types (punch-down), and are generally dependent on the framework type.
· Connecting blocks with the same terminal connection type shall be used throughout the office distributing frame network, where possible, to eliminate the need for multiple wire termination tools.

· The preferred standard non-connectorized block capacities are 100 pair and 128 pair to accommodate four equipment cables at 25-pair and four equipment cables at 32-pair, which are most commonly terminated on distributing frames.

· Equipment applications terminating pair counts greater than the preferred standard non-connectorized block capacities shall be considered custom and specific to the application.

· Connectorized blocks are not recommended for voice applications.

· Connectorized blocks may be considered for equipment applications and configurations specifying a requirement for wiring characteristics found in high speed or high speed plus connectorized blocks.  However, because distributing frame network hardware has no inherent slack storage capabilities, cables with connectors on both ends require a very accurate measurement and shall be ordered as close to the actual cable length required as possible.  Refer to section 6A.4.4 Cable Slack Storage in this publication. 

· Although digital loop carrier (DLC) and subscriber loop carrier (SLC) are facility cables and require protection, it is recommended they be terminated on connecting blocks to eliminate protection redundancy, as protection is inherent in the equipment shelf. 

Termination Apparatus on Conventional Hardware: 

· The preferred connecting block is a single or bifurcated wire wrap front facing block with floating pins, commonly known as the 89-type series. 

· Single or bifurcated insulation displacement type pins (punch-down) shall be avoided, to limit the need for multiple termination tools, unless following suite with existing termination apparatus. 

· The preferred protected connector block is a single wire wrap block with a protection unit pattern intended for a 5-pin type protection unit. 

· The earlier versions of C-50, C-52, or 300 type protected connectors utilize protection carbon block units that are unique to the respective blocks, and are not interchangeable with the recommended 5-pin type protection units.  The blocks are restricted from new use, and shall be replaced where possible.
· Earlier versions of conventional frame hardware, drilled for 16 inch wide blocks, may require vertical or horizontal adapter bars to accommodate more recent 8 inch to 9 inch wide block types. 

Termination Apparatus on Modular Hardware: 

· Modular termination apparatus is generally framework specific.
· Existing frameworks shall follow suit with existing termination apparatus types where possible. 
· On the modular COSMIC types, the recommended connecting blocks are the hardware specific 78-type and 112- type connecting blocks, and the recommended protected connector block is the hardware specific 307-type. 

· On the modular Augat DF-300 and DF-330, all required termination apparatus are hardware specific Augat-Telzon type blocks. 

· A separate Protector frame is required on the COSMIC I/ IA type SMDF’s and the Augat DF-300 type SMDF. 

· The standard modular protector frame requires the hardware specific 302-type protected connector, whereas the high density modular protector frame requires the hardware specific 308 type protected connector. The 302-type and 308-type blocks are not interchangeable. 

· Protector Frame to Distributing Frame strap cabling in DF Networks with a PF-DF arrangement contains hardwired, non-shielded strap cable, and does not meet “shielded circuit” requirements. 
· The exception to this is the Modular COSMIC IIA with an integrated PF, as the cable harness is less than three (3) feet in length. 
DF Jumper wire: 

· Distributing frame wire is typically a twisted pair of insulated copper conductors. 

· 
· Most DF circuits today are terminated as either one (1) pair of wires (leads) consisting of a tip (T) and ring (R) known as a 2-wire (2WR), two (2) pairs of wires consisting of a transmit tip (T) and ring (R) and a receive tip (T1) and ring (R1) known as a 4-wire (4WR), or a single lead still used with some miscellaneous circuits. 

· A 4WR special service circuit, consisting of two (2) pairs or four (4) wires, may utilize a quad jumper wire (two wire pairs twisted together) only when the circuit being terminated does not require separation of the Transmit and Receive path. 

· Distributing frame apparatus (connecting and connector blocks) with wire-wrap or quick-clip terminations shall be designed to reliably accept 22- or 24-gauge cross-connect wire. 

· 24-gauge wire is generally recommended for all modular frames, all  single-sided conventional  frames, and small double-sided conventional frames where the ultimate growth will be less than or equal  to 20 verticals in length to minimize jumper pileup. 

· 22-gauge wire is generally recommended for all large double-sided conventional frames  over 20 verticals in length and small double-sided conventional frames where the ultimate growth will be over 20 verticals in length.
· Existing jumper wire colors vary, having been previously associated with the voice switch types.  Follow suit with existing frame wire gauge, color, and connection type, where applicable (see table below)
· Jumper wire, which consists of one (1) to four (4) leads, shall be routed within the distributing frame structure, and shall not be routed outside the DF structure on cable rack.

· Jumper cable, which consists of 5 more leads, is generally not present on distributing frames, but if required, may be routed outside of the DF structure on cable rack.
The table below shows the recommended jumper wire colors and apparatus/block termination connection types for new distributing frames, and existing frames undergoing transition or rehabilitation:
TABLE 3.1:
Distributing Frame Jumper Wire

	Wire Type
	Wire
gauge
	Insulation Color

	Service Circuit

	Framework type / Block connection type


	Single
	24 GA
	BK (black)
	Misc. lead single
	Modular / quick-clip, Small Conventional/ wire-wrap

	1 Pair- twisted
	24 GA
	Y/BL (yellow/blue)
	POTS
	Modular / quick-clip, Small Conventional / wire-wrap

	1 Pair- twisted
	24 GA
	Y/R 
(yellow/red)
	Specials
	Modular / quick-clip, Small Conventional / wire-wrap

	1 Pair- tight- twist (cat5)
	24 GA
	V / BL
(violet/blue) (violet/green pending)
	DSLAM 
	Modular / quick-clip, Small Conventional / wire-wrap

	2 Pair- twisted
	24 GA
	Y/R 
(yellow / red)    
 2 pair
	Specials (4WR) , use 2 pair
	Modular / quick-clip

	Single
	22 GA
	S (slate)
	Misc. lead single
	Large Conventional / wire-wrap

	1 Pair- twisted
	22 GA
	W / BL 
(white/blue)
	POTS
	Large Conventional / wire-wrap

	1 Pair- twisted
	22 GA
	W/R 
(white/red)
	Specials
	Large Conventional / wire-wrap

	1 Pair- tight-twist (cat5)
	22 GA
	V/BL 
(violet/blue)
	DSLAM
	Large Conventional / wire-wrap

	2 Pair- twisted
	22 GA
	W/R 
(yellow/red)
2 pair
	Specials (4WR), when transmit-receive separation required
	Large Conventional / wire-wrap

	2 Pair- twisted quad
	22 GA
	W/BL/R/G 
(white/blue/red /green)
	Specials (4WR), when transmit-receive separation not required
	Large Conventional / wire-wrap


3.2.5 DF Termination Allocation: 


· The placement of all required facilities and equipment terminations on “specific DF’s” is dependent on the given DF function. 

· Typically, a given termination appears on one DF. Facilities and Equipment may be bridged over two or more DF’s, temporarily, during a transition. Long term operation with these “multiple appearances” is not recommended. 

· Outside Plant local exchange cable (CP) termination allocation is specific to the distributing frame function. They shall appear on the main distributing frame (MDF) or the subscriber main distributing frame (SMDF), but not both. 

· All voice switch line equipment (LE or OE) terminations shall be allocated to the main distributing frame (MDF) or the subscriber main distributing frame (SMDF), but not both. 

· Switching machine inter-office trunks are no longer terminated on the DF Network, although limited counts of copper trunk cable {TCP}, limited D-type carrier (CXR), and other carrier bank types may still be terminated and active. 

· New subscriber loop carrier (SLC) and digital loop carrier (DLC) shall be allocated to the main distributing frame (MDF,CDF, CMDF) or SMDF. 
· Existing SLC and DLC, terminated on an intermediate distributing frame (IDF) or a trunk main distributing frame (TMDF) should be transitioned to the main distributing frame where feasible to eliminate tie cables, reduce the length and quantity of cable runs, and shorten the overall distance for circuit provisioning.
3.2.6 DF Tie Pairs: 


· Tie pairs, or permanent cable links interconnecting the DF’s, shall exist in distributing frame networks containing two or more distributing frames, to establish and maintain interconnection between all facilities and all equipment terminations.
· Distributing frame tie-pair cables consist of two types:

·  Intra-frame ties occur between multiple lineups of the same functional frame unit, as required.  The Modular SMDF is the only functional frame inherently designed and approved for intra-tie pair applications, using either direct ties or a separate Tie Pair Distributing Frame (TPDF)
· Inter-frame ties occur between the main distributing frame (MDF, CDF, CMDF, or SMDF) and extend to all secondary frames (TMDF, CXRDF, IDF, ICDF, or SDDF) as required to ensure total circuit interconnection.
· Distributing Frame Tie-Pair Considerations and Recommendations

· In general, proliferation of new small tie-pair cables and pair counts shall be avoided, as this complicates engineering, administration, and cable inventory efforts.  
· For Conventional type frameworks, the recommended minimum inter-frame tie cable and pair quantity is 100 pair. 
· For Modular type frameworks, the recommended minimum tie cable and pair quantity is 100 pair for full shelves, or two 50 pair connecting blocks and cables for half shelves. 
· For Modular ESS type framework, tie-pair cable counts vary from the recommended 100 pair.  The engineer shall follow suit with the existing hardware and capacity patterns.
· For existing frameworks where the hardware is framework specific, the engineer shall follow suit with the existing tie-pair block hardware type and capacity patterns. 
· The entire tie-pair block capacity shall be cabled out, where applicable. 
· Partial block cabling shall be avoided, unless specified in an approved configuration, as future cabling to existing blocks presents cable access issues and invites service interruption for existing working circuits. In most instances, the block cabling terminations are not accessible after the initial installation. 
· 
· 
· 
· If two or more secondary frames exist in the DF network, and they each contain common termination allocations for transport and transmission equipment , (e.g. multiple D4 Carrier systems, Office Repeaters, etc…), it is recommended that inter-frame ties be provisioned to ensure total circuit interconnection. Sometimes referred to as umbilical ties, these inter-frame ties shall occur between the two affected frames. 
· Two distributing frames interconnected by “split-leading” equipment, where separate lead groups from the same equipment are terminated on two different frames shall not be considered a substitute for inter-frame tie-pair cabling, and is not recommended as a cabling method for distributing frame networks. 
Shielded Tie Pairs: 

· Shielded Tie pairs, or permanent shielded cable links interconnecting two DF’s, are sometimes required in distributing frame networks, usually from the main frame (MDF) to the subscriber digital distributing frame (SDDF), if the SDDF has been provisioned with transmission equipment for certain repeater and loop extender applications.
· The recommended minimum inter-frame shielded tie-cable and pair quantity is 50 pair for the transmit cable path and 50 pair for the receive cable path, following the tie pair guidelines set above for the various framework types.

· Applicable guidelines for cable and binder signal separation apply 

· Inter-frame shielded tie pair cables shall be installed, as required, between the main distributing frame (MDF, CDF, CMDF, or SMDF) and extended to all secondary frames (CXRDF, IDF, ICDF, or SDDF), if the secondary frame contains repeater or loop extender equipment that has the potential to be provisioned for T-1 powered DS1 (1.5Kb) level circuits, usually accomplished by optioning or carding, the equipment shelf with the applicable T-1 card.
· Inter-frame shielded tie pair cross-connect jumpers are recommended for circuits on the IDF, or shared SDDF, when the repeater or loop extender equipment shelf has been provisioned for DS1 (1.5Kb) level circuits that are T-1 powered, to “shield” the T-1 circuit from the existing voice grade circuits. 

· A shared SDDF exists when a portion of the IDF frame hardware is sectioned off for use as an SDDF, usually at one end, and is identified with a separate Frame name. Shielded jumpers for T-1 powered DS1 circuits are recommended. 

· A stand alone SDDF is a separate framework, segregated from the voice grade circuits by nature, and usually does not require shielded jumpers. 

3.2.7 DF Network Configurations 

Recommended DF Networks for new offices or network facilities: 

· A single combination distributing frame (CDF), where the frame is of conventional hardware, incorporating an integrated protector frame (PF). 
· A subscriber main distributing frame (SMDF) , where the frame is of conventional hardware incorporating an integrated protector frame (PF), and a conventional IDF. 

· 
Recommendations for DF Networks in existing offices: 
· Frames functioning as a CDF MDF, CMDF, IDF, TMDF, CXRDF, and ICDF should be of Conventional hardware, although some non-supported modular hardware versions still remain. 
· In offices with one DF, the frame should be of conventional hardware, and accommodate all current technology and equipment requirements. 

· In offices with more than one DF, there should be one primary Main frame (CDF, MDF, CMDF, or SMDF), where the local exchange cable pairs, along with the voice switch lines are terminated. 

· Dual appearance of the facility local exchange cable terminations is not recommended. 

· Voice lines from all office switches shall terminate on the same Main frame, to avoid unnecessarily fragmented or stranded frames. 

FIGURE 3.1
Distributing Frame Network and Tie Pair Illustration:
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NOTES:
1. The DF network may vary from one main frame in a small office or network facility to a main frame and various secondary frames in a larger office or network facility.
2. Every frame (distributing and protector frame) requiring inventory in a mechanized system uses an individual 11 (eleven) character frame name to facilitate inventory in the appropriate database for circuit provisioning.  The frame name is identified by the 8 (eight) character Common Language Location Identifier (CLLI) code followed by the frame identifier “F” and an assigned two character value (i.e. 01).  
3. Equipment on most secondary frames may be consolidated to the main frame, if the main frame is constructed of conventional hardware.
4. A DF network containing a subscriber main distributing frame (SMDF) constructed of modular hardware requires a secondary IDF to accommodate transmission, transport, and miscellaneous equipment.  The SMDF supports only local cable, voice lines, and tie pairs.
3.2.8 DF Layout and Assignment Recommendations: 

The DF Layout or the pattern in which subsets of terminations appear on a given DF, is usually established when the DF is first built: 

DF Layout Alternatives: 

· Non-Spread (Block-terminated) Layout, where each type of facility or equipment is terminated on only a few conventional frame verticals and no effort is made to distribute these blocks over different locations on the frame. 

· Uniform Spread Layout, where each type of facility or equipment is uniformly spread over the length of the frame, on the conventional frame horizontal or vertical sides, or in Modular frame equipment or facility modules. 

· Zone Spread Layout, where the frame is divided into a number of mutually exclusive zones of equal size, and each equipment type is divided equally among the zones, such that all zones have approximately equal number of loop cable pairs. 

· When terminating new equipment on existing conventional frames, an attempt should be made to plan for eventual termination in all existing zones. 

DF Assignment Alternatives: 

· Preferential Assignment (PA); or the strategy using search algorithms in a mechanized database to minimize the jumper length required to connect a facility block to an equipment block. 

· Modular frame assignments should consist of preferential assignment.  Exceptions are the COSMIC Mini, the Augat DF-330, and other modular frames which  require manual planning. 

· Non-Preferential Assignment or Random Assignment (RA); the strategy followed most commonly when making manual assignments, that of selecting the first available spare equipment provided it meets all other constraints. 

· Conventional frame assignment alternatives may be preferential or non-preferential (random) assignment: 

DF Layout and Assignment Guidelines: 

Conventional Frames: 

· The recommended layout and assignment methods for New Conventional Frames are the Uniformly Spread or Zone Spread Layout – Random Assignment. Uniform Spreading results in additional flexibility and reduces the number of zones required. 

· It is recommended the existing Frame layout and assignment method be continued where effective and practical, when an existing Conventional Frame requires a growth extension.
· The Horizontal side of the MDF (CDF, CMDF), shelves A to K, shall generally be treated as three assignment areas: 

· Shelf A and B for low production equipment, such as Test access blocks and miscellaneous blocks, where circuits are terminated once and changed infrequently. Use “A” as the last alternative. 

· Shelf C to F for high production equipment, such as Switch Line blocks and Equipment blocks, where circuits are terminated and changed very frequently, if not daily. 

· Shelves G, H, and J, K , for average production equipment, such as DSL, Repeaters, D4, etc, where circuits are terminated and changed frequently, and whose placement require paired block placement. 

· On taller Conventional frames, if capacity demands allow, attempts should be made to avoid block placement above the K shelf, other than to cable out the remaining capacity for any previously placed, existing equipment bays, or if frame growth is impeded. 

Modular Frames: 

· 
· The recommended layout and assignment method for the existing Modular SMDF frameworks is the Zone Spread Layout – Preferential Assignment method. These frameworks are not recommended for new deployment. 

· A Modular SMDF Frame Complex requiring intra-frame (cross-aisle) tie pairs shall be provisioned with direct ties or with a separate TPDF (Tie Pair Distributing Frame). 

· Direct Ties: Recommended for Frame Complexes where the “future” frame size is expected to contain no more than two lineups. 

· Separate TPDF: Recommended for Frame Complexes where the “future” frame size is expected to grow more than two lineups. 

· Modular SMDF Frames shall be treated as containing two assignment areas: 

· Equipment Modules, which may contain switch lines, and Intra-Frame and Inter-Frame tie pairs. 

· Facilities Modules, which may contain the outside plant cable, and Intra-Frame and Inter-Frame tie pairs. 

· Modular Cosmic IIA SMDF frames, with integrated Protector Frames, have an additional protector frame area, on the rear of the Facility Modules. 

3.2.9 DF Space and Cabling: 

Physical building space and cabling limitations are key factors in developing and maintaining viable Distributing Frame network plans. 

Generally recommended DF space and cabling requirements: 

· Space shall be allocated for ultimate lineup space, where possible. 
· Cable access shall accommodate anticipated termination spread requirements. 
· Cable access shall include turnaround space to accommodate facility and equipment replacements during the life of the DF, where possible. 

· DF lineups shall not be bent, jogged, or include irregular sections. 

· DF and PF lineups shall, wherever possible, be oriented parallel with the cable entrance facility (CEF), and perpendicular with equipment lineups. 

· Distributing frames and associated separate protector frames shall be placed near each other to facilitate strap cabling and related testing, protection, and disconnection activities. 

· Frames terminating outside plant cable (combined protection DF and PF) shall be over, or as near to, the CEF as possible to reduce length and complexity of sheathed cable runs, and to facilitate the use of stubbed DF connector apparatus. 

· Functionally related lineups shall be consolidated in one area, where possible, particularly the same floor, for more efficient force management, and should also share common aisles to reduce building space requirements. 

· The SMDF shall be favored for placement over or near the CEF, for DF networks with separate SMDF's and IDF’s. 

· The horizontal side of Conventional Frames shall face equipment lineups. 

· DF lineups shall not be placed in column lineups, as this will result in blocked jumper troughs, loss of frame mounting space, and unnecessarily fragmented functional frames. 

· Avoid placement where overhead ducts and VIA system (cross-aisle) cable racks leave little clearance for DF cabling. 

· Integrated protector frames shall be considered for new distributing frame networks and those undergoing rehabilitation. 

· Rolling Ladders, suspended at the frame from a center-aisle track, are sometimes used on one or both sides of tall DF’s. When extending older frames with this arrangement: 
· Ladder tracks may be extended on a case-by-case basis. 

· Attempts shall be made to exclude the distributing frame vertical/ shelf/bay positions above the 8’-0” height from future terminations, to bring the assignable frame space in line with the standard height low-profile frame (usually the K shelf). 

· A-Frame ladders shall be provided in lieu of rolling ladders, where possible. 

· Rolling platform ladders containing wire reels, usually low height, are intended for use with newer low profile frames. 

3.3 Manual Digital Signal Cross-Connect (DSX) Systems 
Digital Signal Systems may consist of one bay and one shelf or several distinct lineups of bays and shelves.

A Digital Signal Cross-connect (DSX) frame is a centralized termination point for digital equipment at a particular digital signal level or bit-rate.  It consists of one or more contiguous DSX bays with all of the required DSX apparatus.  DSX lineups interlinked together form the DSX network.
Refer to CenturyLink technical documents and standard configurations for additional information.  Standard configurations may include essential information, specific arrangements, approved products, or direction on applying engineering requirements.
3.3.1 DSX Systems Planning and Engineering
DSX systems include all of the hardware, planning, engineering, operations, and administration functions.  Planning and engineering specifications may include operational procedures and assignment constraints.

DSX systems shall be planned carefully, as they often outlive several generations of facilities and equipment, making service lifetimes of 30 or more years typical.
The DSX system  provides a central location for testing, patching, rearranging, and cross-connecting network elements that use a variety of transmission rates, the most common of which are the 1.544 (DS1) and 44.736 (DS3) Mb/s transmission rates.  These systems provide a simple, non-intrusive,  method of interconnecting digital network elements, using  semi-permanent copper cross-connections.
A DSX frame shall have the capability to provide:

· Re-arrangeable connections between any two equipment terminations or appearances.
· Bridged access, whereby equipment can be connected in parallel with a digital signal path.
· Series access, whereby a digital signal path can be split.
DSX frames are planned and engineered much like the DS0 level voice distributing frames, in that they also require zoning and spreading of equipment for successful capacity and jumper management. Section 3.2.8 provides information that may be applied to equipment terminations allocation on the DSX frame lineups. 



DSX Planning Considerations:
· 
· Future DSX requirements and frame growth shall be anticipated and appropriate floor space allotted. 
· DSX frames shall be added in dedicated, contiguous lineups to effectively utilize cabling, avoid excessive tie-cable connections, and reduce the occurrence of unnecessarily fragmented or stranded DSX bays and shelves and in no cases shall exceed 50 feet in total equipment lineup length
· 
DSX Engineering Considerations: 
· All DSX bays shall have upper and lower express troughs for intra-system cable management. 

· Express troughs shall be located and sized to avoid impeding the placing, removing, and tracing of cross-connect jumpers. These troughs shall be as large as possible, and are dependent on DSX hardware and bay capacity. 

· DSX bays shall allocate at least one panel space at the top of each bay framework for cross-aisle tie panels. . 
· Cross-aisle tie pairs, or permanent cable links interconnecting the DSX’s, shall exist in DSX frame networks containing two or more frame lineups, to establish and maintain interconnection between all facilities and all equipment terminations.

· Relay rack or bay spacers shall be located on either side of a DSX bay, and between the bay and the end guard in each DSX frame lineup.
· Spacers are sized according to the total bay termination density available in the DSX bay panels, and are dependent on the DSX framework.  Spacer width shall remain constant throughout the lineup where feasible.
· 
DSX Lineup Arrangements:
· In DSX lineups, every fourth bay shall be a maintenance bay. Maintenance bays contain space for communication panels, inter-bay panels, cross-aisle panels, writing shelves, and miscellaneous jack panels. 

· If a DSX lineup is at or near capacity, the final growth bay shall be dedicated to cross-connect aisle panels, if feasible, to enable connection to a new DSX lineup when required.  
· The figure below shows generic DSX floor plan arrangements. In some office applications, the odd bays may be in one lineup and the even bays in another.
FIGURE 3.2
DSX Floor Plan Arrangement
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Cable Rack Placement: 

The position of the cable rack relative to the bay must be given careful consideration. 

· In new 7' floor supported environments, the cable rack shall be located over the aisle rather than over the bay. This position will allow the cable to “water-fall” into the bay and provide installation with adequate space to place the cables in the DSX bay. 

DSX Assignments:

· When assigning locations for DSX panels, the panels should be grouped together by similar technologies (i.e.: FLM, D4, DCS, SLC, ORB) and equally spread across the bays in the DSX lineup(s) where possible to maintain a well-planned cross-connect frame system and minimize long jumpers or patch cords.

·  A record of the DSX module port assignments, including bay, shelf, and ports, should be maintained in an approved inventory system, either manual or mechanized, to allow for circuit order assignment and circuit maintenance.. 



DSX Terminations: 

· DSX terminations shall be zoned and spread to facilitate short jumpers and efficient equipment utilization. 
· An analysis of the equipment applications and limitations will permit partitioning of the DSX lineup into one or more functional areas. 
· When adding multiple DSX panels, it is recommended the panels be spread across several bays if possible to keep the jumpers as short as possible. 

· Equipment types shall be terminated and spread in alternating bays of the lineup or lineups to achieve a uniform distribution of equipment and increase the opportunity for short jumpers. 
· 
The following figure below shows generic plans for DSX arrangement layouts:
FIGURE 3.3
Generic DSX Plan
[image: image6.png]DSX DISTRIBUTION

SWITCHING EQUIPMENT MUX
CHANNEL BANKS

OFFICE REPEATER BAYS
MULTIPLEXERS RADIO

BAY: 1 2 3 4 5 6 7 8 9 10 BAY: 1 2 3 4
DSX 1 DISTRIBUTION DSX 3 DISTRIBUTION





3.3.2 DSX Cross-Connect Jumper Lengths 

In order to maintain compatibility between equipment terminated on a DSX network, the network is maintained at an equal level point.

To maintain an equal level point for all signals at the DSX, lengths of cross-connect jumpers (from one DSX panel to another DSX panel), and cable lengths (from network element to DSX) are essential. As a rule, jumpers shall be kept as short as possible. 

INTRA-SYSTEM JUMPER 

· DSX 1 
· Maximum total length of 85 feet includes 24 AWG non-shielded twisted pair wire for jumper and 26 AWG shielded cable for the cross-aisle tie cable.

· 
· DSX 3 
· Maximum total length for cross-aisle tie cable is 50 feet using 735A (26 AWG) coaxial cable, includes 18 feet for 26 AWG coaxial cable jumper. 
· Maximum total length for cross-aisle tie cable is 75 feet using 734A (20 AWG) coaxial cable, includes 27 feet for 20 AWG coaxial cable jumper. 
3.3.3 DSX Cable Lengths 

All inter-office cabling between network elements and the DSX have length limitations. 

INTER-OFFICE CABLE 

· DSX 1 
· Maximum length is up to 450 feet using 26 AWG shielded cable from the network element to the DSX-1 panel. 
· Maximum length is up to 655 feet using 22 AWG shielded cable from the network element to the DSX-1 panel. 
· DSX 3
· Maximum length is up to 200 feet using 26 AWG coaxial cable from the network element to the DSX-3 panel. 
· Maximum length is up to 420 feet using 20 AWG coaxial cable from the network element to the DSX-3 panel. 
The following is a figure summarizing the lengths for DSX 1 cabling and cross-connect lengths:
FIGURE 3.4
DSX-1 Cable Length and Cross-Connect Summary
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The following is a figure summarizing the lengths for DSX 3 cabling and cross-connect lengths:
FIGURE 3.5
DSX-3 Cable Length and Cross-Connect Summary

[image: image10.png]DSX-3 Characteristics (Refer to Telcordia Technologies GR342-CORE for additional specifications)

DSX-3 DSX-3
X- X-
AISLE AISLE
PANEL PANEL
Jumper Cable Jumper
/ Inter-lineup cross-aisle tie cable \
Cross-Aisle Tie Cable *
734A Coaxial cable- 20 AWG 75 ft. max.
— P | |735A Coaxial cable- 26 AWG 50 ft. max. P A E—
N
L D — L “Max. cable lengths include L — L
Jumper cable lengths
B B
o o
Line P P Line
build out N N build out
0-420" L Jumper Jumper L 0-420"
(Intra-lineup jumper cable) —

Network e W Network
Element Coaxial jumper cable * Element
734A Coaxial cable- 20 AWG 27 ft. max.
735A Coaxial cable- 26 AWG 18 ft. max.

P
o “Use of Inter-bay tie panels (in P
maintenance bays) is recommended N
L L
S—
734Atype Coaxial cable- 20 AWG 420 ft. maximum 734Atype Coaxial cable- 20 AWG 420 ft. maximum

735Atype Coaxial cable- 26 AWG 200 ft. maximum 735Atype Coaxial cable- 26 AWG 200 ft. maximum




3.3.4 DSX Cabling Rules 

· The cable shield shall be grounded at one end only, usually at the equipment end. 

· Input and output digital signal (T & R) leads shall be cabled in separate cables, providing signal separation, unless otherwise noted in specific equipment standard configurations. 

· The transmit leads (T) shall terminate on the OUT jacks and the receive leads (R) shall terminate on the IN jacks. 

· Shielded cables shall not be run in the same cable rack as power and grounding cables. Cabling for digital equipment is very sensitive to electrical interference. 
· Switchboard cables shall not be run in cable rack above equipment that produces a great deal of electrical interference such as electromechanical switching equipment. 

3.4 Fiber Facilities
The Fiber Splice Facility (FSF), Fiber Distribution Frame (FDF), fiber cable support systems and fiber management devices constitute a cross connection SYSTEM, or distributing frame assembly, and must be planned and engineered as a unit, with future growth and equipment demands always considered. These systems will be long lived, and flexibility is the key to successful planning. Additional engineering requirements may be found in Chapter 6, Section G of this document. 

3.4.1 Fiber Splicing Facility (FSF)

· The FSF is the point at which the Outside Plant (OSP) or Indoor/Outdoor (I/O) rated fiber cable is transitioned to low smoke indoor OFNR Riser rated, factory “connectorized” cable.
· All splicing must be protected in a splice tray contained in an approved FSF device such as a splice panel, splice bay, wall mount splice cabinet or splice case approved for use in the network facility environment.  Fiber splicing in the overhead cable rack, fiber duct or within a bay framework places the bare fiber at risk and is not an approved method and procedure for any CenturyLink location.
Refer to the Planning and Engineering Guidelines Equipment Configurations for approved product selection.
· The OSP rated fiber cable must be transitioned to low smoke indoor OFNR rated cable within 50 sheathed feet from the OSP cable entering into the network facility from an outside wall to conform to current applicable National Electric Code (NEC) limits and CenturyLink network policy requirements.  To support this OSP cable length limitation, an approved FSF device must be placed within the 50 sheathed feet of the OSP cable’s entrance into the network facility through an outside wall.  This length limitation includes all rise and run measurements along the cable route to the FSF.
· Only the use of OSP OFNR or OFNP indoor/outdoor rated transition cable will allow extension beyond the 50 foot rule.
NOTE:  OFNP Plenum rated cable may be used in place of OFNR rated cable when the cable is intended to be routed in an air supply or return system.  Refer to Chapter 10, Section 4.9 for OFNR and OFNP definitions.
· In no case may the OSP fiber cable bypass the FSF unless the cable is configured as Express Fiber and routed directly to a Co-Locator’s caged presence as defined in Technical Publication 77386.  In such applications if the cable path to the Co-Locator’s cage measures beyond 50 sheathed feet of the cable entering the network facility, the OSP cable must be of an Indoor/Outdoor fire rating and identified by a continuous yellow tracer on the outer cable sheath.
3.4.1.1 Locating FSF in Network Equipment Environments
· In all cases, a FSF located inside the network facility environment is the first choice for a FSF device.
· Due to the limited space within manhole zero (MH0) and the increasing fiber demands of the network, all splicing activity and FSF components shall be located within the network facility where possible regardless of previous practices.  Exception is noted as preference option 3 in the following MH0 should contain a restoration slack loop stored and accessed only in the event of a network facility disaster recovery.  Proper planning of structured facilities entering and leaving MH0 is essential to maintain through continuity.  Use of MH0 as a Point Of Interface (POI) is not recommended for CenturyLink network fiber architecture when other options are available.
Locating the centralized FSF shall be planned in the following order of preference:
1. Rack mounted and located in the equipment environment and within 50 sheathed feet of the OSP cable entering into the network facility through an outside wall.
2. Splice Case located in the Cable Entrance Facility (CEF), also known as the cable vault, within 50 sheathed feet of the OSP cable entering into the network facility through an outside wall.
· Additional criteria discussed in section 3.4.1.2 must be met before fusion splicing may occur inside the network facility CEF.
· If the CEF cannot meet the minimum requirements as defined in section 3.4.1.2, the splice case may be stored within the CEF with a sufficient cable slack loop to allow splicing activity outside the CEF within the network equipment environment.
· Splice cases used within the network facility (within the cable vault and/or network facility equipment environment) must be fire rated for indoor applications and approved by the appropriate CenturyLink representative responsible for Fiber products.
3. Splice Case located in Manhole Zero (MH0) or subsequent manholes when locating the splice facility within the network facility is not feasible.
· At no time will splice cases be placed on horizontal cable racks or grid type rack.  These cable support systems are designed to support distributed cable weight, not the concentrated weight of a fiber splice case.  Additionally, placement of splice enclosures on horizontal cable rack or grid type rack will block or inhibit the installation of future cable.
3.4.1.2 Locating FSF in Cable Entrance Facilities – CEF (Cable Vault)

In all cases, a rack mounted FSF located in the network equipment environment is the first choice for an FSF device.  
NOTE:  Gas seepage in the area of an enclosed cable vault (cable vault surrounded by four walls) can be hazardous to personnel.  Equipment fusion splicing requires the use of an ignition source.
CenturyLink permits fusion splicing in CEF’s only after all of the following conditions have been met:
· Every effort has been made to locate the FSF within the network equipment environment.  This applies even if fusion splicing has been performed previously within the CEF.
· All CEF’s shall be equipped with forced ventilation to maintain appropriate oxygen levels.
· All CEF’s shall have the appropriate signage and alarming.
· All cable penetrations within the CEF have been properly sealed and fire-stopped.
· Atmospheric testing, including testing for acceptable oxygen and combustible gas levels, must be performed to ensure the absence of potentially hazardous atmospheres.
· Continuous atmospheric monitoring, including oxygen levels and combustible gases, must be performed throughout the fusion splicing activities.
· All CEF’s shall be inspected and documented in accordance with CenturyLink Safety and Loss Prevention Program SLPP Section 2.41.
· OSP construction manager must approve of vault splice activity.
3.4.1.3 FSF Selection

Selecting a Fiber Splice Frame (FSF) device is dependent on several factors:
· Size of the Network Facility (current and future)
· NEBS requirements
· Distance from OSP rated cable sheath penetration into the network facility from an outside wall.
· Number of splices required and fiber type (stranded or ribbon fiber)
· Potential for future growth and scalability.
Dedicated Fiber Splice Bays:
· When locating the FSF in the network equipment environment, a network bay dedicated to fiber splice shelves shall be planned and designed for all offices with more than 1008 OSP terminations.  
· Dedicated fiber splice bays shall be planned adjacent to one another in a dedicated fiber splice lineup as much as possible.  If floor space is limited, FSF bays may be planned in the same lineup as the dedicated fiber distribution bays, but every effort shall be made to segregate the splice bays from the distribution bays.
· Most dedicated fiber distribution bays are equipped with integrated fiber troughs that allow for inter-bay cabling of fiber cross connects.  Placement of dedicated fiber splice frames in the middle of a distribution lineup, or blocking the growth end of a distribution lineup, will disrupt the growth of the integrated fiber troughs and routing of the fiber cross connects.
Combination Fiber Splice/Distribution Bays:
· For smaller network facilities where large fiber volume is unlikely, it is permissible to co-locate the fiber splice in the same bay as the fiber distribution.  
· Up to two splice/distribution bays may be placed within a single office.  
· If growth demands require additional splice or distribution beyond the capacity of two combination splice/distribution bays, a new dedicated fiber splice bay (possibly in a dedicated splice lineup) shall be planned and designed.  
· Combining distribution and splice in a high density fiber distribution framework is not recommended due to maintenance and reliability issues that may result from the high density of terminations per panel. 
Combination Fiber Splice/Distribution Panels:

· For smaller network facilities where large fiber volume is unlikely, it is permissible to co-locate the fiber splice and distribution within the same panel designed and approved for such purpose.
· Multiple combination splice/distribution panels may be placed within a single network bay.
· If growth demands require additional space beyond two bays of combination splice/distribution panels, a new dedicated fiber splice bay (possibly in a dedicated splice lineup) shall be planned and designed. 
· Combination splice/distribution panels shall not be used for ribbon fiber applications due to the high number of terminations and the pre-terminated fiber type.
Refer to the Planning and Engineering Guidelines equipment configurations for specific approved product selection.

3.4.2 Centralized Fiber Distribution Frame (FDF) 
All Network Facilities shall be planned for a designated centralized Fiber Distribution Frame (FDF) location within the equipment environment.  In small offices, the FDF may be an individual bay or panel, whereas larger offices will provision for multiple bays and lineups, including future growth requirements.
Those offices with multiple fiber distribution locations shall consolidate to a centralized FDF arrangement as soon as practicable to support optimum network performance.  Multiple distribution locations contribute to additional loss to the optical span, create additional points of failure, and increase maintenance challenges.
· Centralized FDF lineups shall be planned for maximum growth wherever possible and in no cases shall exceed 50 feet in total equipment lineup length. 
· FDF bays shall be placed contiguously within an FDF lineup.
· 
· FDF growth patterns must be closely watched to insure deployments will have a clear growth route. 
· Planning functions shall be done with the ultimate FDF lineup length in mind. 
· Floor plans shall be clearly marked, and all planners dealing with the office should be advised of the location. 
· 
· 
· 
The FDF shall be established and planned as either a cross-connect or inter-connect arrangement.  Both provide a main centralized distribution area.  
· The cross-connect FDF’s are well suited for medium to large offices (greater than 1008 total OSP optical terminations) where a centralized location to perform all modifications, circuit re-arrangements, upgrades and maintenance activities, increases maintenance efficiencies and reduces cycle times.
· The inter-connect FDF’s are more practical for smaller network facilities, remote offices, and fiber huts (1008 or less total OSP optical terminations) where space for additional bays or panels is limited.
3.4.2.1 Cross-Connect FDF

In a cross-connect arrangement, the FDF bay and fiber distribution panels are dedicated to either OSP terminations or equipment (EQP) terminations.  After the OSP cable is spliced to connectorized indoor rated cable, it is routed and terminated to the rear of a panel dedicated to OSP terminations.  Fibers originating from the equipment are routed and terminated to the rear of a panel dedicated for EQP terminations located in the same FDF lineup.  A cross-connect jumper is used to complete the connection between OSP and EQP fibers using adapters on the front side of the panels.
The cross-connect FDF design allows the total number of fibers from high density cards or optical patch panels (OPP) placed within the equipment  environment to be terminated in a central location where a fiber jumper can quickly be installed to complete the connection and provide service to individual customers on demand.
FIGURE 3.6
Cross-Connect FDF
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· Cross-connect FDF arrangements shall be planned for medium to large offices with more than 1008 OSP terminations and space to accommodate multiple adjacent FDF bays in the same lineup.
· Cross-connect FDF arrangements shall dedicate fiber bays for OSP terminations and equipment (EQP) terminations and will be separated by the appropriate fiber management spacer.  FDF bays shall be designated as such on the drawing records.
· To maintain a short jumper concept, it is recommended to alternate dedicated OSP fiber bays and EQP fiber bays in the same contiguous lineup.
· All EQP to EQP connections shall be run from the network element (NE) to the centralized FDF for cross-connect.  Direct inter-connection between network elements shall be avoided when there is an established centralized cross-connect FDF.  Exceptions will be documented in the standard configuration for the given network element device.
· Bays within a centralized cross-connect FDF arrangement shall be labeled as shown in the table below to differentiate the use of the FDF bays within an FDF lineup.
	FDF Bay Description
	FDF bays terminating equipment fibers from the network
	FDF bays terminating OSP fibers from the fiber splice
	FDF bays containing distribution and splice panels within the same bay

	Label
	EQPT
	OSP
	FDF


· FDF bays shall be placed contiguously within an FDF lineup. Most FDF bays and fiber management spacers are equipped with interconnecting trough systems to provide an easy to follow fiber path to support connections between bays.  For this reason, FDF bays within an FDF lineup shall be contiguous and not interrupted by building columns, other non-FDF bays, miscellaneous equipment or office furniture.  Any break in a contiguous FDF lineup will result in a new frame name assignment and the use of tie cables between the non-contiguous FDF bays. 
· To avoid premature FDF exhaustion and to efficiently manage fiber cabling and fiber jumper lengths, FDF’s shall not be utilized to the highest density allowed by the supplier design.
· Panel space at the top of each FDF bay must be reserved and allocated to terminate tie cables only for inter connection to future FDF lineups.
3.4.2.2 Inter-Connect FDF

Inter-connect arrangements allow for a direct connection between OSP and EQP terminations.  After the OSP cable is spliced to connectorized indoor rated cable, it is routed and terminated to the rear of a distribution panel.  Fibers originating from the equipment are routed and terminated to the front of the same distribution panel completing a direct connection between OSP and EQP.
FIGURE 3.7
Inter-Connect FDF
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· Inter-connect arrangements do not allow for pre-termination of future network element (NE) fibers or large volumes of fibers predominant in medium or larger network facilities.
· Inter-connect FDF arrangements shall be limited to small offices that will not grow beyond two bays of fiber terminations (1008 or less OSP terminations).  Typically, small offices with low fiber demand have fewer fiber maintenance activities and are usually subject to floor space constraints that are non-conducive to a cross-connect FDF arrangement.
· Any EQP to EQP connections shall be made directly between NE’s.
· Approved fiber management devices must be provisioned within the network element equipment space when engineering direct EQP to EQP inter-connects.  All excess cable slack shall be managed within an approved fiber management device and shall not be stored within the overhead cable rack or fiber duct systems.  Improperly managed fiber cables may lead to circuit degradation and impact network reliability.
· Inter-connect FDF arrangements can be planned as a single FDF bay dedicated to fiber terminations, a single FDF bay containing a combination of splice and fiber distribution panels, or as a single fiber distribution panel (FDP) that combines splice and terminations within the same panel.  
· Selection of an inter-connect arrangement is dependent on the number of fibers requiring termination and the available space on the equipment floor or within existing framework bays.
· Fiber distribution frame assemblies designed for high density applications shall not be used for inter-connect arrangements.  High density FDF designs shall only be utilized to support cross-connect FDF arrangements.
· High density FDF assemblies typically utilize large base footprint framework and place more demand on floor space requirements.  High density frames also require larger cable rack/fiber duct to support the increased volume of fiber cables.  Small offices suitable for inter-connect FDF arrangements typically do not have the overhead cable support infrastructure or the floor space to accommodate an assembly of this design.
· Inter-connect FDF bays shall be equipped with a 5 inch inter-bay management panel (IMP) on each side of the FDF bay wherever possible.  An IMP is a 5 inch spacer with fiber management dowels attached to the face of the space filler panel.
· Stand alone inter-connect FDP panels shall utilize an approved fiber management device such as a panel or shelf.  These fiber management devices shall be installed within the same bay when possible.  Use of IMP spacers is also acceptable where space permits.
· FDF bays containing a combination splice and inter-connect FDPs may be planned for offices with 1008 total OSP optical terminations.  If more than 1008 OSP terminations are required or forecasted, a dedicated splice facility (FSF) shall be provided.
All excess cable slack storage shall be managed within an approved fiber management device specifically designed for fiber cable storage.  Improperly managed fiber cables may lead to micro bends and circuit degradation and impact network reliability.
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3.4.3 Fiber Distribution Panels (FDP)

Fiber Distribution Panels (FDP) are termination panels used within an FDF system to provide the connection point and circuit identification for OSP fiber or cross-connect to other EQP fibers.
· FDPs shall be placed in bays dedicated to fiber equipment wherever possible.
· Segregation from electrically cabled equipment is desired to protect fiber cables provisioned for large customers and high bandwidth demands.  For applications that must mix FDPs in the same framework or cabinet as copper equipment, every effort must be made to segregate the fiber and copper cabling.  This can be achieved by the use of 2x2 vertical slotted fiber duct, IMP spacers, fiber trough, or cable routing on opposite sides of the bay.
3.4.4 Optical Patch Panels (OPP)  
Optical Patch Panels are termination panels placed in the network element (NE) equipment environment.
· OPPs may be placed within an equipment bay or cabinet of fiber dense equipment technologies as a means to consolidate fibers routing to a common fiber distribution frame.
· OPPs shall be placed near the top of the equipment bay or cabinet but below the fuse panel whenever possible to avoid congestions or interference with other NE cables.
· Style and type of OPP are typically defined in the Planning and Engineering Guideline configuration document for the given NE equipment where cable access, routing and slack management are fully considered.
· The OPP is cabled to the centralized FDF lineup using a multi-fiber dedicated equipment cable.  Responding to customer demand, fiber jumpers are used to complete the connection between the OPP and optical interface at the equipment.  In OPP applications, cycle time and cost are reduced for subsequent circuit turn-ups as orders can be issued via auto flow through provisioning, and cable installation in the overhead cable support system is avoided.
FIGURE 3.8
Optical Patch Panel
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· OPPs may be provisioned in offices with an established cross-connect FDF arrangement
· A dedicated EQP panel is required at the FDF end to provide a means to terminate the multi-fiber dedicated equipment cable originating from the OPP.  Inter-connect FDF arrangements generally lack the panel space and fiber management to support the cross-connect jumpers associated with the OPP application.
· All EQP to EQP connections shall be run from the NE to the centralized FDF for cross-connect.
· Direct inter-connection between NEs shall be avoided when there is an established centralized cross-connect FDF.  Cabling between OPPs in different NE bays is not recommended as it increases the TIRKS® CLLI code requirements and the associated billing elements as well as creates maintenance challenges.
· Approved fiber management devices such as IMP type spacers or horizontal storage panels shall always be engineered and installed when OPP’s are provisioned within an equipment bay or cabinet.
· Equipment manufacturers typically do not design their equipment shelves with adequate fiber management.  Therefore, additional fiber management must always be provisioned to support the jumper connection in OPP applications.
· Direct inter-connection between equipment optical interfaces in different bays or cabinets, by-passing the centralized cross-connect FDF is only advised when the equipment is an optical system with a purposefully designed fiber routing path or specifically identified within the standard configuration document for the given equipment.
· An optical system in this context is defined as multiple adjacent bays or cabinets with equipment carrying the same network CLLI codes in TIRKS®.  To maintain consistency and reliability, the system fiber routing path is designed and documented within the Planning and Engineering Guidelines standard configuration for the given equipment.  Bay and cabinet placement must be adjacent.  Direct inter-connection between non-adjacent bays in facilities with a centralized cross-connect FDF is not recommended even if the equipment carries the same CLLI.
3.4.5 Fiber Cable Support System

· Within the CenturyLink network facility, there are two main support and routing systems utilized for fiber optic cables:
· Ladder type cable racks (approved company-wide).  Refer to Chapter 6 for engineering requirements.
· Fire rated duct-type fiber protection system (FPS).  Conditionally approved in limited locations.  Refer to Chapter 6, Section G for engineering requirements.
· Fiber cable assemblies may be run on approved cable support brackets attached to cable rack stringer or auxiliary framing in specific conditions not capable of placing cable rack or FPS.  Support brackets must be placed 6 inches on center or less.
· Network facility floor surface, exterior to an equipment cabinet is prohibited as a component of fiber optic cable support system, temporary or permanent (except in raised floor environments where fiber is run under the floor.  Refer to Chapter 13 Raised Floor Environments for engineering requirements).  All new fiber optic cable must be installed using an approved fiber optic cable support system as listed above.
· Wherever physically possible, fiber cables will be segregated from other types of network facility cables (i.e. power and switchboard) to provide the required isolation and protection.  Ideally, fiber cable support systems dedicated to fiber optic cable only should be planned.
· For existing arrangements, where the fiber cable support system must be shared by cables of differing types, every effort must be made to segregate the cable types for all new cable installations to prevent damage.  This is best accomplished by routing cables as straight as possible while maintaining minimum bend radius requirements along the cable route path.
· Storage of excess cable slack within the cable support system (e.g. cable rack, grid type rack, or fiber duct) is strictly prohibited.
· Storage of excess cable length in the cable rack/fiber duct systems prematurely exhausts the support system, creating cable route obstructions, increases the vertical load of the support system, and introduces micro bending and pinched fibers, all of which negatively impact network reliability.
· Minimize excess slack to decrease the potential combustible material.
· Specific hardware and application information regarding the approved cable support systems are located in the standard configuration documents specific to common systems.
3.4.6 Fiber Management

· Fiber cross-connect systems shall always be engineered with fiber cable storage devices.
· All excess cable slack storage (multi-fiber cables and/or equipment fiber jumpers) shall be managed within an approved fiber management device specifically designed for fiber cable storage of the cable size being installed.
Fiber cable storage devices can be configured in the vertical space adjacent to a bay frame, such as an IMP spacer (a network spacer equipped with fiber spools mounted on the filler panel) or in the horizontal space within the equipment bay or cabinet.  
· Selecting the appropriate storage device is dependent on the available space and ultimate storage capacity required.  
· Appropriate fiber storage devices are recommended for specific technology deployment outlined in the standard configuration documentation for that equipment.
· Refer to Chapter 10, section 10.4.8 for additional information related to fiber management.
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