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Unplanned Notification Process

Unplanned Notification Process

Notification Intervals

Notification Intervals are based on the severity level of the ticket.  “Response Interval for any Change in Status” means that notifications will be communicated within the time specified from the time a change in status occurs. “Response Interval for No Status Change” means that notifications will be communicated on a recurring basis within the time specified from the last notification when no change in status has occurred, until resolution.  “Response Interval upon Resolution” means that notifications will be communicated within the time specified from the resolution of the problem.

Notification for all severity level troubles will be provided during the IT Help Desk normal hours of operation. Qwest will continue to work Severity 1 problems outside of Help Desk hours of operation which are Monday-Friday 6:00am - 8:00pm Mountain time and Saturday 7:00am - 3:00pm Mountain time, and will communicate with the CLEC(s) as needed. Qwest may work specifically with CLEC(s) informally to expedite problem resolution.  A Severity 2 problem may be worked outside the IT Help Desk normal hours of operation on a case-by-case basis.

The following table indicates the response intervals a CLEC expects after a trouble ticket has been reported to the IT Wholesale Systems Help Desk on a single event. Response intervals are based on the severity level of the ticket. 

Ticket Response Times

Severity Level of Ticket
Response Interval for Initial Ticket
Response Interval for Status Changes
Response Interval for No Status Changes
Response Interval upon Resolution

Severity Level 1
Immediate acceptance
Within 1 hour
1 hour
Within 1 hour

Severity Level 2
Immediate acceptance
Within 1 hour
1 hour
Within 1 hour

Severity Level 3
Immediate acceptance
Within 4 hours
48 hours
Within 4 hours

Severity Level 4
Immediate acceptance
Within 8 hours
48 hours
Within 8 hours

Severity Levels

An Event is a critical or serious loss of functionality. Severity level is a means of assessing and documenting the impact of the loss of functionality to the customer and the impact to the business. The severity level gives restoration or repair priority to problems causing the greatest impact to the customer or business.

Severity Levels

Severity and Impact
Indicators
Examples

1 - Critical
High visibility

Large number of orders or customers affected

Affects online commitment

Production or cycle stopped - priority batch commitment missed

Major impact on revenue

Major component not available for use

Many or major files lost

Major loss of functionality

Problem cannot be bypassed

No viable or productive work around available
Major network backbone interruption without redundancy

Environmental problems causing multiple system failures

Large number of service or other work order commitments missed

2 - Serious
Moderate visibility

Moderate to large number of order or customers affected

Potentially affects online commitment

Serious slow response times

Serious loss of functionality

Potentially affects production - potential miss of priority batch commitments

Moderate impact on revenue

Limited use of product or component

Component continues to fail - intermittently down for short periods, but repetitive

Few or small files lost

Problems may have a possible bypass but the bypass must be acceptable for the customer

Major access down but a partial backup exists
Frequent intermittent logoffs

Service or other work order commitments delayed or missed

3 - Moderate
Low to medium visibility

Low order or customer impact

Low impact on revenue

Limited use of product or component

Single client device affected

Minimal loss of functionality

Problem may be bypassed or redundancy in place – bypass must be acceptable to the customer

Automated workaround in place and known – workaround must be acceptable to the customer
Equipment taking hard errors, no impact yet

4 - Minimal
Low or no visibility

No direct impact on customer

Few functions impaired

Problem can be bypassed - bypass must be acceptable to the customer

System resource low - no impact yet

Preventative maintenance request
Misleading, unclear system messages causing confusion for users

Device or software regularly has to be reset, but continues to work

Each situation is unique. The IT Wholesale Systems Help Desk representative makes the determination of the severity level based on the individual situation.
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